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Abstract

Powerful SEM is a free R package that addresses some important issues in structural equation 
modelling. It can calculate sample size and statistical power of structural equation modeling (SEM) 
more easily, and provide adjusted model fit indices (Bollen-Stine P correction), to make it more con-
venient to conduct SEM analysis. Currently, it has 2 versions: v0.1.0, and v0.2.0. The latest version 
(v0.2.0) has three functions: semsample(), sempower(), and BSfit(). This paper will introduce the 
functions of powerfulSEM to you.

V0.1.0

PowerfulSEM v0.1.0 is a free R package that makes calculat-
ing sample size and the power of structural equation modeling 
(SEM) more easy. The root mean square error of approxima-
tion (RMSEA) is recommended to be used for power analysis 
and sample size estimation in SEM [5]. Therefore, powerfulSEM 
uses the hypothesis-testing framework for RMSEA as a vehicle 
for defining a procedure for statistical power analysis and deter-
mination of minimum sample size for SEM [4]. 

Functions

PowerfulSEM 0.1.0 had two functions, namely “semsam-
ple()” and “sempower()”, respectively. “semsample()” function 
is used for calculating the minimum sample size requirement 
in SEM, and “sempower()” function is used for calculating the 
statistical power of SEM. 

In “semsample()” function, you need to input 4 parameters: 
“rmsea”, “df”, “a”, and “p”, in which “rmsea” means alternative 
hypothesized RMSEA (RMSEAa); “df” means degrees of free-
dom of the SEM; “a” means alpha level, normally 0.05; and “p” 
means desired power, normally 0.8, 0.9, etc. For more informa-
tion on this function, please input help(semsample) in R.

In “sempower()” function, you also need to input 4 param-
eters: “a”, “df”, “s”, and “rmsea”, where “a” means alpha level, 

normally 0.05; “df” means degrees of freedom of the SEM; “s” 
means sample size; and “rmsea” means alternative hypothe-
sized RMSEA (RMSEAa). For more information on this function, 
please input help(sempower) in R.

PowerfulSEM set the null hypothesized RMSEA (RMSEA0) as 
0.05 by default. Previous research suggested that, for the test of 
close fit, the effect size is represented by the pair of values RM-
SEA0 = 0.05 and RMSEAa = 0.08; for the test of not-close fit, the 
effect size is reflected by the pair of values RMSEA0=0.05 and 
RMSEAa=0.01 [4]. That is, the parameter “rmsea” in both func-
tions should be set as 0.01 or 0.08. The choice of result should 
be based on the conservative principle.

Examples of calculating sample size

Assuming we need to estimate the sample size of a model 
with degrees of freedom of 120, alpha of 0.05, and power of 
0.8. For the test of close fit, we use semsample(0.08, 120, 0.05, 
0.8), and we can get the result: 116.4062. For the test of not-
close fit, we use: semsample(0.01, 120, 0.05, 0.8), and get the 
result: 159.7656. In this case, considering the conservative prin-
ciple, we should use the result of a not-close fit of 160 as our 
minimum sample size instead of 116. However, assuming we 
need to estimate the sample size of a model with degrees of 
freedom of 400, alpha of 0.05, and power of 0.8. For the test 
of close fit, we use semsample(0.08, 400, 0.05, 0.8), and we 
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get the result of 55.46875. For the test of not-close fit, we use 
semsample(0.01, 400, 0.05, 0.8), and the result is 81.83594. 
While in covariance-based SEM, we know the sample size might 
not be lower than 200 [3]. Therefore, we may not use the re-
sult of powerfulSEM but 200 or other rules of thumb such as 
the “N:q rule” instead, to determine our minimum sample size 
[2]. Of note, the “rmsea” cannot be set as 0.05 to avoid non-
convergence since the null hypothesized RMSEA (RMSEA0) has 
been set as 0.05 by default in powerfulSEM.

Examples of calculating power

Assuming we need to estimate the statistical power of a 
model with degrees of freedom of 70, alpha level of 0.05, and 
sample size of 200. For the test of close fit, we use: sempow-
er(0.05, 70, 200, 0.08), and get the result of 0.7427872. For the 
test of not-close fit, we use sempower(0.05, 70, 200, 0.01), and 
get the result of 0.876987. Considering the conservative prin-
ciple, we could only conclude that the power of the model is 
0.743 instead of 0.877.

V0.2.0

Based on v0.1.0, powerfulSEM v0.2.0 added a new func-
tion named “BSfit()”, which could help to get the Bollen-Stine 
P correction model fit indices of SEM. This function could be 
used along with AMOS software since AMOS is a professional 
software for SEM analysis and provide the Bollen-Stine P cor-
rection function [1]. In “BSfit()” function, you need to input 6 
parameters: “BSC”, “IMC”, “DMDF”, “NPAR”, “IMDF”, and “S”, 
where “BSC” means Bollen-Stine chi-square, “IMC” means in-
dependence model chi-square, “DMDF” means default model 
degree of freedom, “NPAR” means the number of default mod-
el parameters, “IMDF” means independence model degree of 
freedom, and “S” means sample size. PowerfulSEM 0.2.0 can 
provide the following adjusted model fit indices: Normed Chi-
square (Chi-square/df), Goodness of Fit (GFI), Adjust Goodness 
of Fit (AGFI), Non-Normed Fit Index (NNFI)/Tucker-Lewis Index 
(TLI), Comparative Fit Index (CFI), Root Mean Square Error of 
Approximation (RMSEA), Akaike information criterion (AIC), 
Bayes information criterion (BIC), and Expected cross-validation 
index (ECVI). For more information on this function, please in-
put help(BSfit) in R.

Example of BSfit()

Assuming our model had a Bollen-Stine chi-square of 159.3, 
an independence model chi-square of 2748.4, the number of 
default model parameters 126, an independence model degree 
of freedom of 153, and a sample size of 308, we can input: BS(1
59.3,2748.4,126,45,153,308), the results are:

[1] “CMIN/df: 1.26428571428571”

[1] “GFI: 0.942039004511716”

[1] “AGFI: 0.909838451462669”

[1] “TLI/NNFI: 0.984420238003501”

[1] “CFI: 0.987169607767589”

[1] “RMSEA: 0.0293405098600208”

[1] “AIC: 249.3”[1] “BIC: 417.154490233811”

[1] “ECVI: 0.809415584415584”

More information

The “powerfulSEM” package files were of bina-
ry form. “powerfulSEM v0.1.0” has both a Windows 
version (powerfulSEM_0.1.0.zip) and a Mac version 
(powerfulSEM_0.1.0.tgz). “powerfulSEM v0.2.0” only has a 
Windows version (powerfulSEM_0.2.0.zip).

You can download the packages from ResearchGate.

DOI: 10.13140/RG.2.2.16085.70883.
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